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information theory, probability, entropy, coding .
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FEEMEZ Course summary

This course is an introduction to information theory covering the material:
1. Entropy, Relative Entropy, and Mutual Information

2. Entropy rates

3. Data Compression

Entropy and Shannon’s Source Coding Theorem

B HAE  Course goal

To understand the idea of the following items:
1. information measure based on entropy,
2. schemes of source encoding and decoding.

3ENZ Course description

See Course summary and Course goal.

Wi (78 - 15%) %  Preparation / Review

See Class style.

¥ Class style

This course is opened as a “flipped classroom”, which is a class where you do lecture material at
home (more on this later), and spend class time really reinforcing and learning the information as
“Peer Instruction.” Each student is assigned a part of the topic in each lecture, and is requested to
prepare for a handout of the assigned part to present the material as "peer instruction". The
instructors will make comments for the presentation, and give more advanced material to learn.

A RTAR > 7% - HiUE Method of evaluation

The achievement of each student will be assessed by her/his presentation and handout.

HEE - £5FES Textbook and material

Thomas M. Cover and Joy A. Thomas, Elements of Information Theory, second edition,
ISBN: 978-0-471-24195-9.

B - PR Prerequisite

This course requires fundamental knowledge on mathematics and probability theory.
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